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Christopher D. Manning: Human Language Understanding & Reasoning

Four eras of NLP
• 1940–1969

Early Explorations
• 1970–1992

Hand-built demonstration NLP systems, 
of increasing formalization

• 1993–2012
Statistical or Probabilistic NLP and then 
more general Supervised ML for NLP

• 2013–now
Deep Learning or Artificial Neural 
Networks for NLP. Unsupervised or Self-
Supervised NLP. Reinforcement Learning

2

Dædalus 151(2): 127–138
https://www.amacad.org/publication/human
-language-understanding-reasoning 

https://www.amacad.org/publication/human-language-understanding-reasoning
https://www.amacad.org/publication/human-language-understanding-reasoning


Early Explorations

1940–1969
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Machine Translation: Just a Code?

“Also knowing nothing official about, but having guessed 
and inferred considerable about, the powerful new 
mechanized methods in cryptography—methods which I 
believe succeed even when one does not know what 
language has been coded—one naturally wonders if the 
problem of translation could conceivably be treated as a 
problem in cryptography.  When I look at an article in 
Russian, I say: ‘This is really written in English, but it has 
been coded in some strange symbols. I will now proceed to 
decode.’ ”

– Warren Weaver (1955:18, quoting a letter he wrote in 1947)



“When I look at an article in Russian, I say: 
‘This is really written in English, but it has 
been coded in some strange symbols. I will 
now proceed to decode.’”  – Warren 
Weaver, March 1947

“… as to the problem of mechanical 
translation, I frankly am afraid that the 
[semantic] boundaries of words in different 
languages are too vague … to make any 
quasi-mechanical translation scheme very 
hopeful.”
 – Norbert Wiener, April 1947

Wiener: MIT originator of 
cybernetics, which sought to tie 
together communication, 
control, and feedback in living 
things and computers. Nerd note: 
“cybernetics” draws from the 
same Greek word as Kubernetes

Weaver was a mathematician & 
engineer  known for his work as a 
science funder at the Rockefeller 
Foundation and OSR&D (US Govt 
WWII science funder) and for 
coauthoring an approachable 
Info Theory intro with Shannon
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The early history of MT: 1950s



Machine Translation: The origin of NLP/Computational Linguistics
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I grabbed these timelines from 
Ruth Camburn’s “A Short History 
of Computational Linguistics”. 
She was a CSU Fresno Linguistics 
grad student around 2013.



Information Retrieval: Vannevar Bush

Bush (1945): As We May Think
“Consider a future device for individual 
use, which is a sort of mechanized private 
file and library. It needs a name, and, to 
coin one at random, “memex” will do. A 
memex is a device in which an individual 
stores all his books, records, and 
communications, and which is mechanized 
so that it may be consulted with exceeding 
speed and flexibility. It is an enlarged 
intimate supplement to his memory.

https://www.theatlantic.com/magazine/ar
chive/1945/07/as-we-may-think/303881/
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Bush went from being Dean of 
Engineering at MIT and president 
of the Carnegie Institution of 
Washington to chairman of the 
National Defense Research 
Committee in WWII (which had 
huge funding, directing all 
wartime science, including the 
Manhattan Project)



Calvin Mooers

• Coined the term information retrieval in 
1948/1950

• Zator Company (1947) doing Zatocoding
as descriptor codes for IR.

12



Cyril Cleverdon

• Cranfield tests (1957–1967)

• Defined the idea of benchmark tests for 
language, with a document collection, 
queries, and correct answers.

• He had exhaustive answers over a small 
corpus!
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HP (Hans Peter) Luhn

• IBM Information Retrieval Group 
manager from 1941

• Pioneered full-text processing, hash 
codes, keyword-in-context (KWIC) 
indexing, and the term “Business 
Intelligence”
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Gerald Salton (Cornell)

• Dominated U.S. information retrieval for 
years, just like Fisher or Chomsky in their 
fields

• Direct link from his group to Google web 
search through Amit Singhal**
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Neural Networks: The inspiration from knowledge of neurons
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Warren McCulloch
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Walter Pitts
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https://nautil.us/the-man-who-tried-to-
redeem-the-world-with-logic-235253/

Original McCulloch & Pitts
 1943 threshold unit:
 𝟏(𝑊𝑥 > 𝜃)
 = 	𝟏(𝑊𝑥 − 𝜃 > 0)
This function has no slope,
so, no gradient-based learning

Logical Calculus of the Ideas 
immanent in Nervous Activity
1943.
The “McCulloch-Pitts neuron”



Donald O. Hebb

• Hebbian Learning:
1949 The organization of Behavior

• “Cells that fire together, wire together”
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Frank Rosenblatt

20



The Perceptron
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Bernard (Bernie) Widrow

• Stanford EE Faculty

• Adaline and Madaline neural network 
designs c. 1960
• Precursor to backpropagation but 

they never got beyond one layer
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NLP in the 1960s
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David Glenn Hays 
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Raj Reddy
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• Early speech work 
at Stanford (SAIL)

• Career in speech at
CMU



Joyce Friedman
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David Scott 
Warren

C. Ray 
Perrault



Hand-built demonstration NLP systems, of increasing 
formalization

1970–1992
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NLP in the 1970s and 1980s
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Deep Learning or Artificial Neural Networks for NLP

2013–present
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